Hopping conduction in NTD germanium: comparison between measurement and theory
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We present precise measurements of the resistance-teémmperariation of several samples of neutron trans-
mutation doped (NTD) germanium, at temperatures from 70oKK. This material is widely used for sensitive
thermometry, often as the thermistor element in bolometats microcalorimeters. It is also used in investi-
gations of the low temperature conductivity of highly dosniconductors. The resistande, is expected
to follow the variable range hopping equati®{7’) = Ro exp(To/T)?, whereT is temperature an&ko and
T, are material parameters. A valuef= 0.5 is predicted theoretically, and generally seems to be irdgoo
agreement with experimental measurements. However, dosoeies and numerical calculations predict dif-
ferent values op. Knowledge of the correct resistance-temperature relship is important for the accurate
calibration of thermometers, and also delivers insighd thie basic physics involved. Most experimental mea-
surements on germanium have not had sufficient precisioistinguish between the different predicted values
of p. We show that such measurements are nevertheless posSibteesults are all in excellent agreement
with the expected variable range hopping behaviour. Howehre values op appear to vary with doping den-
sity, in disagreement with most theories. We have consitlarel rejected both random and systematic errors
as an explanation for the observed behaviour, and have e@dithe results by making measurements in two
different systems with independent readout systems angeeature calibrations. The situation is complicated
by the possibility of temperature dependenceRgf The expected form if0(7") o< T?; however, there is
considerable disagreement over the predicted valye \bfe show that in general it is not possible to determine
bothp andq from resistance measurements. However, our results cgerxplained if either or both gfand
p vary from sample to sample. Such behaviour is not generapppaed. We show that neglecting tiéerm
can lead to serious errors when calibrating thermometersieMer, the degeneracy betwgeandg means that
for a calibration they term can be neglected, and good fits obtainedig allowed to vary. Our results suggest
that further theoretical work is required in this area, leatkp by more comprehensive measurements.
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1. INTRODUCTION enables analytical expressions to be written down for prope
ties such as the responsivity.

Neutron transmutation doped (NTD) germanium semi- It is obviously important that the correct analytical exgpre
conductor®? are widely used as the thermistor element inSion is used. For the doping values generally employed for
bolometerd and microcalorimetersas well as for studying thermometry, the resistance—temperature relation isllysua
semiconductor properties. The neutron transmutationgaoc taken to bé
results in semiconductors with excellent doping unifoymnit TP
yvhlle the doping concentration can be tgned preuselyv_xgllo R(T) = Ry exp (_0) 1)
ing values extremely close to the metal-insulator tramsito T
be achieved. This provides a well characterised systenmfor i

vestigating the low temperature conductivity of highly édp whereR is the rﬁsiﬁtgnce ‘Zt temhpegattre andT, and lf]o
semiconductors. Doping close to the metal-insulator trans are constants which depend on the doping andfifpron the

tion produces thermistors with low noise, high temperaturd€/mistor dimensions. The exponeris a constant, and it is

sensitivity and excellent reproducibility. often assumed that= 0.5. , ,
At low temperatures, the resistance—temperature relation !N thiS paper we present precise measurements on various

ship of NTD Ge can be represented analytically to a high delYPeS of NTD Ge which were taken as part of a program of
gree of accuracy. Determining the exact form of this refatio bolometer and thermometer development. The results are in

ship is of interest, since it gives information on the cortire ~ €Xtremely good agreement with equation 1, but onlyi al-

mechanism, and can be used to derive information on the derlf?W_ed to vary. We show _tha_t_random and systematic errors are
sity of states. unlikely to have had a significant affect on our measurements

In addition, it greatly simplifies the calibration of NTD Ge of p. We consider the theoretical and experimental support for

thermistors. Using an analytical calibration function hae assuming tha@ = 0.5, and find it inconclusive, and discuss
main advantages. Firstly, it eliminates the need for comple € implications of our measurements.

empirical functions such as Chebychev polynomials to fit cal
bration data. This reduces the number of calibration poets
quired since accurate interpolation is possible betweeeyi
spaced points. Extrapolation outside the calibrated teape
ture range is even possible with some confidence. Secondly, The conduction mechanism for NTD Ge thermistors at low
it simplifies the modelling of devices such as bolometerd, antemperatures is believed to be variable range hopping (VRH)

2. BACKGROUND



This involves thermally activated tunnelling of electrdres  effects ofsystemati@rrors are discussed. Accurate measure-
tween localised sites. Theories for VRH predict a general rements ofp would be of use in distinguishing between compet-

sistance equatidn ing theoretical models. A prior knowledge pfvould also be
» very useful for thermistor calibration. While it can be takses

R(T) = RoT exp <E> 7 (2) afree parameter, knowledge pfeduces the number of data
T points required for an accurate calibration, and is pagity

whereR, andT, are constant angandp depend on the form useful when extrapolation of the calibration data is reeghir
While in principle one would carry out a calibration over the

of the electron density of states close to the Fermi energy. /%

consideration of long range interactions between the igeagl ull temperature range re_quired, using glarge number ot mea
states suggests the existence of a gap in the density o$ Stat%urgments_, this is sometimes not practlcql. . .
Finally, it should be noted that there is little experimen-

near the Fermi level, called the Coulomb gap (CG). Analyti- ; . . .
gap (CG) y tal evidence either for or against the existence of¢herm.

cal calculations for this situation prediet= 0.5 (Ref. 8). Ex- S X .
perimentally, results for NTD Ge are normally found which This is hard to detect experimentally, as will be shown later
’ Another complication is that at sufficiently high temperatu

agree reasonably well with this value. It is therefore lvele he hopoi , q d the Coulomb
that the correct mechanism is CG VRH. It is then frequentlyt€ NOPPING energy is expected to exceed the Coulomb gap,

concluded that a value of exacty— 0.5 should be correct, and Mott scattering witlp = 0.25 is expected:** Therefore
with observed deviations from this valpettributed to exper- for some temperature rangejs expected to cross over from
imental error. This conclusion is almost universal when the” = 0-5©0p = 0.25.
theoreticalR(T') relationship is used as a thermistor calibra-
tion function.
However, CG VRH theory has come under critici&rht 3. MEASUREMENTSAND SAMPLES
Even assuming that the theory is correct and applicable in
this case, there is considerable disagreement over thé exac The majority of the measurements reported in this paper
value of p. While the prediction ofp = 0.5 is generally  were taken using a paramagnetic salt adiabatic demagnetisa
accepted, analytical calculations considering many ®I&ct tjon refrigerator (ADR). Samples were mounted on a variable
transitions have predicted stronger, even exponentiapé®-  temperature stage which could be held at a constant temper-
ature dependencd.Some numerical simulations have also gtyre from 70 mK to around 1 KThe stage was surrounded
suggested stronger temperature dependence, correspoadin by 5 gold plated copper radiation shield at a temperature of
p = 0.55 if interpreted as following a power laf:* Values  approximately 1.6 K. The main magnet of the ADR is com-
of p < 0.5 are not usually found analytically or numerically. pensated to reduce the field at the position of the sample to a
Moreover, the value and even sign pfre uncertai>'®  yery jow level — we calculate the value to be less than 10 mT
although the magnitude of the value is believed tobd. gt the highest fields used during measurements, and less than
This factor is often ignored, or assumed to be negligible, al3 mT for stage temperatures below 300 mK. All signal lines
though as will be shown later this assumption cannot gelgeral entering the cryostat include capacitative filters to redelec-
be justified. We must therefore look to experimental data tGromagnetic interference. To reduce the effect of micrapho
determine the form ofz(T). _ ics, wiring in the dewar is formed of twisted pairs, held in
Unfortunately, power laws are hard to determine experip|ace with GE 7031 varnish. A full description of the system
mentally, and available measurements do not provide goog given in Ref. 26.
evidence in favour of any of the suggested valugs ¢tesults Two different readout methods were used to measure ther-

in the literature on NTD Ge are generally confined to plots ofistor resistances. In both cases the measurements weee mad
In(R) againstl/+/(T'), showing that the results fall approx- ysing a 4-wire configuration. For some measurements, the re-
imately on a straight line. However, plotting the data irsthi sjstance was measured directly using an AVS-47 cryogenic
form can mask significant deviations from the'fiin a few  resjstance bridge.

cases, fits have been carried out to determirieor NTD Ge, The remainder of the measurements were made by mea-

assuming; = 0, values op = 0.54 (withavalue o.5fitting  gyring the thermistor voltage as a function of currenibg
almost as well}? and0.5—0.55 (Ref. 7) have been found. Di- ;@ and then calculating the resistance. This was achived
recF measurgments of the density of states found a temmrauby applying a variable bias voltage to the thermistor ineseri
variation which would correspond jo= 0.57 (Ref. 19). with two 60 MQ load resistors. The voltage across the ther-

_ Various values have been measured for other systems bgyisior was then measured through a matched pair of IFN146
lieved to exhibit CG VRH. For doped semiconductors, thesgjjicon JFET source followers, coupled to a low noise exter-
includep = 0.46 for CdSe (Ref. 20), while measurements 5| amplifier. The load resistors were mounted on the stage to

presented on ion implanted Si:As (Ref. 21) can be fitted eXzeqyce Johnson noise. The voltage from the JFET amplifiers
tremely well withp ~ 0.8. Measurements on amorphous

films have foundg = 0.56 andp = 0.57 for indium oxide??

andp = 0.49 (Ref. 22),p = 0.5 (Ref. 23) andh = 0.72 (Ref.

11) f_or NiSi. . . 1 Note that this is a change from the system described in RefoR@vhich
It is rare for errors to be quoted for experimental determi- the stage was not temperature controlled.

nations ofp, and we are not aware of any papers in which the 2 Rv-Elektroniikka Oy, Vantaa, Finland.
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Sampletype  Gadoping density  Length Cross-section tacts, each 10@m wide and 5Qum long, were made on the

#12 98 x 100 cm @ 250um 250 x 250 um®>  Same side of the chip, separated by 2000.
#19 81x10%cecm™®  300um®* 25 x 100 pm?

D 4.6 x10% ecm™2  250um 250 x 250 pm?

F 3.7x 10 ecm™®  250um 250 x 250 um? 4. RESULTSAND ANALYSIS

8Electrode spacing 200m . . . . .
The resistance in equations 1 and 2 is the thermistor re-

TABLE I: Details of the different types of sample used. Alhgales ~ Sistance as the bias tends towards zero. At finite bias the
of a given doping density had the same geometry. The As dopingesistance can be affected by self-heating, in which the bia
density is 28.5% of the Ga density. power dissipated in the thermistor raises the temperature
above that of the substrate. A similar effect (electronfpmo
decoupling}® may occur in which the electron temperature is
and the applied bias voltage were measured using digital volraised above that of the thermistor lattice. Electric fidid e
meters. The JFET output voltage has an arbitrary DC offsefects, in which hopping is no longer purely thermal, can also
This was monitored by measuring the output at zero bias asccur for sufficiently high biag?
the start of each load curve. The readout system is described For each sample, the zero-bias resistance was calculated as
in more detail in Ref. 26. a function of temperature. For measurements using the re-
Absolute thermometry was provided by a germanium secsistance bridge, this was just the measured resistance. We
ondary standard thermometer based (above 650 mK) on thensured that we were measuring the true zero-bias resistanc
ITS-90 temperature scafe. by adjusting the excitation voltage setting on the bridge an
The sample area is well shielded from optical radiation. Ex-checking that the measured value did not change.
tensive measurements in this system for bolometer characte For load curve measurements, the zero-bias resistéhce,
isation have shown that the readout systems are stabl®-repwas taken from the low current (constant resistance) por-
ducible and well understodd. tion of each load curve. The constant resistance region was
We also present measurements taken at a few stage temptarge enough to make an unambiguous determination of the
atures in a dilution refrigerator system. Load curve measur zero bias resistance even for the bolometers. Measurimly loa
ments were made using a similar readout system to the ADRcurves gives a much better confirmation that self-heating ef
However, the temperature calibration and readout systams fects have been avoided than with conventional resistance
this system are entirely independent of the ADR. bridge measurements. We are thus confident that our val-
The thermistors in all the samples were made using thees for R, are accurate even for the bolometers, which are
NTD process from germanium with a natural isotope ratio. strongly affected by self-heating.
This produces a p-type semiconductor (Ga acceptors with As To ensure that the above procedure provided accurate val-
compensating donors) with a compensation ratio of approxues for Ry, fits were carried out to each load curve. For
imately 30%. Information on the different NTD germanium the bolometers this was done by modelling the properties of
types used is given in Table |, and details of each sample ardie weak thermal link to the stagend for the thermistors a
shown in Table II. model for electric-field effect8 was used. In both cases the
Two types of sample were measured. Some were packagenodels provided good fits to the data. The resulting values
as thermometers; in this case, the germanium chip was epogrf R, were close to those derived as above, and using them
ied to an electrically insulating substrate (quartz or i@  would not significantly alter the derived values far Since
giving thermal contact to the stage. In all cases electdeat  the models used fitted the data well, we are confident that our
tacts were made on opposite faces of each chip; the chip diesults are not distorted by effects not included in the ri®ode
mensions are given in Table |, where the length refers to theuch as electron-phonon decoupling, or electric-fieldotdfe
distance between the contacts. We have found that thermomigthe bolometers.
ters using this design maintain thermal equilibrium withith Figure 1 shows the results for some of the samples. Equa-
surroundings even at temperatures below 100 mK. tion 1 was fitted to the data for each sample, using a non#inea
The remaining samples were used as the thermistor eldeast squares fitting method wifRy, 7, andp as free param-
ment in silicon nitride spiderweb bolometérseIn this case eters. The error in our resistance measurements is approxi-
the germanium was indium bump bonded to a silicon nitridemately 0.5%, over the full range of resistances. Points were
membrane as described in Ref. 28. Thermal contact to ththerefore given equal weighting in the fits, which were eairi
stage was via this membrane, forming an intentionally wealout in terms oflog(R). The results are shown in Table Il. To
thermal link. Although not an ideal configuration for de- ensure robustness of the fit, for each measurementin the ADR
termining zero-bias resistance, this did not prevent umfro the fit was repeated several times, omitting points from both
making accurate measurements. The chips are approximatedyds of the temperature range. In each case, similar vajues f
300um long with a cross-section of 10025 um. Both con-  p were obtained.
The errors quoted fgr are taken from the least squares fits.
As a check on these error values, for each measurement in
the ADR the residuals were plotted for fits using various fixed
3 Lake Shore Cryotronics Inc, Westerville, Ohio, model GR/&E®BO. values ofp, and examined for signs of systematic deviation.



Name NTD type Package Measurement Temp. range T} To P q
12-1 #12 thermometer AVS 100-1000 mK 10.24 5.65 0.5611 + 0.0004 0.341 £ 0.002
12-2 #12 thermometer AVS 100-1000 mK 14.48 10.79 0.525 4+ 0.001 0.183 £ 0.004
12-3 #12 thermometer AVS 100-1000 mK 13.91 8.20 0.548 +0.001 0.339 £ 0.005
19-1 #19 bolometer Vi 100-350 mK  13.18 13.20 0.500 + 0.007 0.002 + 0.001
19-2 #19 bolometer VI 100-350 MK 12.86 16.43 0.481 + 0.008 —0.147 £ 0.058
19-5 #19 bolometer VI,D 100-1000 mK  16.69 23.56 0.474 £ 0.002 —0.200 £ 0.014
19-6 #19 bolometer VI,D 100-1000 mK  16.26 23.65 0.472 +0.001 —0.215 £ 0.011
D-1 D thermometer \ 300-1000 mK  46.02 66.19 0.475 +0.005 —0.264 £ 0.046
D-2 D thermometer \ 300-1000 mK  45.73 65.02 0.475 £ 0.003 —0.257 £ 0.026
F-1 F thermometer VI 300-1000 mK  62.21 75.46 0.487 + 0.002 —0.152 +0.022

TABLE II: Details of the samples. In the measurement coluMh(or AVS) indicates ADR load curve (or bridge) measurensersnd D
indicates dilution refrigerator measurements. The teatpes range given is that over which fits were carried out. Theolumn gives the
value ofTj for fits using equation 1 witl = 0.5. The next two columns shof, andp for fits using equation 1 witp allowed to vary. The
final column shows for fits using equation 2 witph = 0.5 andq allowed to vary.
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FIG. 1: Zero-bias resistance as a function of temperatursdeeral
different samples measured in the ADR.
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FIG. 2: Deviations from fits to data from sample 19-5, usingaeq
tion 1 with a fixed value op = 0.5. Measurements shown are from
the ADR (o), and dilution refrigeratord). The best fit to this data is

for p = 0.47.
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In each case, the point at which such deviation was seen was
in good agreement with the error values. Figure 2 shows how
easily deviations from the standard fit with= 0.5 can be
seen by eye. Load curves from the dilution refrigerator were
taken at too few temperatures to allow fitting by eye or vagyin
the number of points taken for the fit.

Our measured points are not evenly spaced in temperature;
fits to the whole temperature range did not depend signifi-
cantly on whether every point, or a subset of points, equally
spaced in temperature, were used.

As a further check, the results were plotted using the pa-
rametenv, where

TdR

If equation 1 is correct, then
T\
w = —
p T )

logyo(w) = log,,(pTy) — plog,o(T);

4)
and

®)

p can then be obtained as the gradient of a pldbgf,(w) as
a function oflog, (7).

Since obtainingv involves humerical differentiation of ex-
perimental data, this technique is only possible for datapo
which are spaced sufficiently closely. For our results, was
true only for the measurements on NTD types #12 and #19.
However, the resulting values ferwere in good agreement
with those obtained above, with no signpofarying with tem-
perature. Examples are shown in Fig. 3.

Fits were also carried out using equation 2 allowintp
vary and fixingp = 0.5. In addition, we fitted each sample
assumingp = 0.5 andgq = 0, using a linear least-squares
fitting routine. We denote the value ©f resulting from these
fits asT. Since the value dfy depends strongly op, and in
every case the linear fits produced reasonable agreement, we
useT} (shown in Table 1) as a parameter to characterise the
different samples.
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as a difference between measurements taken at the same stage
temperature but different main magnet fields. (Coolinggsin
an ADR is a single-shot process; as heat leaks into the stage
the field required for a given temperature decreases). itldho
also be evident as a difference from the results taken in the
dilution fridge, which does not use a magnet. In any case,
we would not expect to see magnetic field effects since the
calculated field at the sample (see section 3) is so sthall.
Measurements at stage temperatures below 100 mK were
not used for fitting. For many samples, it was difficult to ob-
tain the zero-bias resistance accurately at such tempesatu
In addition, for some measurements there appear to be errors

-0.98 : : : . in the thermometry at these temperatures.
0.8 -0.6 -0.4 0.2

log, (temperature)

l0g, ()

5. DISCUSSION
FIG. 3: Plots of the parameter (see text) as a function of tempera-

ture, for samples 12-1of and 19-6 ¢). The solid lines show linear

fits to each dataset; the gradient gives the value of The accuracy of fitting equation 1 to the data is shown in

Fig. 4a. For every sample, the fits are extremely good. For
similar measurements on ion-implanted silion, good fitddou

. . . ) only be produced over a smaller temperature range than shown
We have considered various possible systematic sources Q30 However. our fits requireg to vary from the conven-

error in our measurements. The most likely potential sourcgq -1 value ofp = 0.5. Figure 4b shows the results if it is
of error in the load curves is an incorrect value for the gdin o

s . assumed thgdt = 0.5. Allowing p to vary, the reduced chi
the JFET amplifiers. The value of the gain has been measurg@juared values for the fits were mostly of order 1, suggesting

to 1%. As a check, we have analyzed the data using differenf,4; aquation 1 (with, allowed to varv) is appropriate (see
values for the gain. The effect of an increase or decreadein t Fig. 52)_ (wittp Y) pprop (

gain is to change the value pby an amount which decreases

Wki‘th inprea;ing tgméoerzaél;/ref. Forﬁxample, fo:jsanl"nple 19'Qarger than the errors ip. We therefore conclude that the
changing the gain 0y 0 from the measured va U€ CaUSEH riation is real, and intrinsic to the samples. The obskrve
negligible changes ip above 150 mK, and strongly diverg- values do not appear to be the result of a ‘cross-over’ batwee

ing values below this temperature. It thus Seems unli_keely 'Fh two different values op as the temperature is altered, sipce
our results are affected by a constant error in the gain. -S|m|Was not seen to vary with temperature (Fig. 3) '

lar effects were seen when the value used for the applied bias Different samples of the same NTD type appear to have

voltage was varied from th‘? measured value. An_ error in th%imilar values forp. This can be seen from Fig. 5b, showing
value used for the Io_ad resistors, although affeg:tmg tha-me the fitted values fop as a function off}}, which is inversely
sured values for resistance, does not alter derived vabores fproportional to doping density. This suggests that theeslu

p- . of p may be intrinsic not just to each sample, but each NTD
Further evidence that the results are not an artefact of thgpe. However, there is some variation in the values ir

readout system, such as a voltage dependent gain, comes frglwiven type which appears to be larger than can be accounted
simultaneous resistance bridge measurements on an NT{g, by random errors.

sample and a commercial germanium standard thermometer. Theories predict values gf > 0.5. Thus the observation
Despite the two thermometers having very similar resistanc ¢ p ~ 0.47 for some samplt-;s is somewhat surprising. (It
and thus presumab_ly being susceptible t(_) similar systematishould be noted that while this value is very closepte=
errors, they have different values fpr This can be deter- ) 5 he errors are much smaller than the difference from 0.5,
mined by comparing the resistances without the calibration,q indeed the deviation from a fit with = 0.5 is easily
of either thermometer being required, demonstrating thit ¢ \isipje by eye (see Fig. 2).) Moreover, while different thies
ibration errors are not responsible for the varying valies 0 pregict different values of, a value which varies from sample
observed. to sample is unexpected. (It has, however, been suggested
Our results are also supported by excellent agreement bénat the value op may depend on the degree of disor%félﬁ
tween measurements on the same sample in the ADR and ditowever, the analysis is complicated by the possible existe
lution refrigerator over nearly four orders of magnitudeen  of a temperature-varying prefactay & 0). Unfortunately,
sistance. This shows that the readout electronics and tempehe measurements do not allow us to determine if such a term
ature calibration are both in good agreement with our systemexists. From Fig. 5a it can be seen that there is no reason to
Good agreement was also seen when the same sample wagour fits in whichp varies over those with varying.
measured more than once in the ADR. This is a general problem; for a wide range of valuegof
We see no evidence of the magnetic field from the ADRp andq, measurements can be fitted to a high degree of ac-
magnet affecting the results. Such an effect should be searuracy allowing onlyp to vary. However, the resulting value

The variation in values op between the samples is much
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FIG. 4: Accuracy of fits to equation 1 for the different sansphdth FIG. 5: a) Values of chi-squared for fits using equation 1veithg p

a) p allowed to vary and by = 0.5. The types are #1a(and line),  to vary (0) and to equation 2 allowing to vary and fixingp = 0.5

#19 (0), D (x) and F ). (+). b) Measured values gf as a function off}; for bolometers ;
type #19) and thermistore;(sample names shown). The dashed line
shows a linear least-squares fit to the thermistor points.

of p can be very different from that obtained if the true value
of ¢ was used. This is illustrated in Fig. 6. Here, simulated
datasets fop = 0.5 and various values of are fitted assum-

ing ¢ = 0, but allowingp to vary. The figure shows the values 0.80F ' 7,
of p that are obtained, for fits over two different temperature 0_70§_
ranges. Note that the results do not depend strongly on the: ]
temperature range chosen. The results are independerst of tf 0.60E
value ofRy.
Similar results are obtained for fixed valuespafther than o 0.50
0.5. For our measurements, fits allowing bptandq to vary
produced similar chi squared values to those shown in Fig. 5a 0.40¢
Values ofq predicted on theoretical grounds incluge- 1
(or, more generally; = 2p) (Ref. 31) and; = 0.5 (Ref. 16). 0.30¢
We are aware of very few attempts to measur¥leasure- 0.20F , , , ;
ments on uncompensated NTD Ge near the metal insulato- 0.01 0.10 1.00 10.00 100.0
transition (MIT) show constant values @f~ 0.5 approach- T, (K)

ing the MIT only forq = —1/3. This value was suggested

hy comparison with behaviour on the met%l side of the MIT‘FIG. 6: Results of fitting datasets simulated using equa®dor

La_lter work on compensated NTD germanitiralso supports p = 0.5 and various values af, then fitting them assuming = 0

this value forg. and allowingp to vary. Fits were carried out over the range 20 to
In Ref. 33 it is claimed thaty = 2p gave the best fit to 100 mK (solid lines) and 100 mK to 1 K (dashed lines).

data on ion implanted Si:As, although with “substantiatoer



of stress would occur with such uniformity. Another differ-
ence between these samples and the remainder is the geome-
try (they have a much larger length compared with their eross
sectional area) and location of the contacts on one faderrat
than on opposite faces (see section 3).

Further systematic measurements on a range of NTD types
would help determine if there really is such a trend, anddoul
provide useful input for further development of the thesrie

: . Our results have important consequences for calibration of
af o 4 E NTD thermometers. They clearly suggest thpashould be

; ] taken as a fitting parameter. Figure 7 shows the accuracy that
. ] can be achieved using equation 1 in terms of temperature. It
2t N can be seen that over most of the temperature range the ac-

01 Tem 1.0 curacy is much better thatil mK. While the value ofy is

perature (K) . L. . . :
unknown, in practise it is usually possible to ignore threte
with any effect taken up by a variation jn If p does indeed
FIG. 7: Accuracy of fits to equation 1 wifhallowed to vary, interms  depend on the doping density, or even is constant for a partic
of temperature. The samples are 12-1 (line), 12)212-3 (+) and  ylar wafer, it may be possible to carry out fits using a known
F-1(). value ofp. This would be useful since a relatively large num-
ber of points are required to constrairwell. If p is known,
good fits can be carried out with a small number of points.
bars. However, in measuremefiten ion implanted Si:P and Finally, we note that a change in the Valuej@f for the
Si:B, a value ofy = 2p was found todecreasdhe quality of  same sample measured on separate occasions (in different re
fits. Measurements on CulnyéRef. 34) could only be fitted  frigerators) has been report8?lA sensitivity to thermal his-
by using a non zero value qf a value ofp = 0.5 could then  tory was proposed as a possible explanation. We see no evi-
be obtained with a value gf = 0.18. dence of such behaviour - all measurements on particular sam

It can be seen from Fig. 6 that for the rangdffvalues for  ples on separate cooldowns, and in different facilities, iar
our samples, the values@suggested above have a significantextremely good agreement.
effect on the values g obtained by assuming = 0. The
effects of a term iy can therefore not be ignored.

A negative value of could explain our observation of sam- 6. SUMMARY
ples in whichp < 0.5. However, applying this (or any other)
value forg for each sample still causpgo vary between sam- e have shown that it is possible to make sufficiently pre-
ples. The same is true if we assune- 2p as in Ref. 33. A ¢jse resistance measurements on NTD germanium to distin-
failure to obtain the true zero-bias resistance would ag@t  guish between the valuespfin equation 1) predicted by dif-
the measured value of however, such effects do not appear ferent theories. Equation 1 was a very good fit to all the data;
to be significant for our measurements (see section 4). however, the value of varied between samples. We believe

We must therefore assume that at least one optesfdg is  the measured values pfare intrinsic to the samples, and not
varying from sample to sample, and are unable to determinthe result of random or systematic errors.
which from the data. This suggests that the usual theories, Our results are therefore in excellent agreement with the
which predict fixed (albeit not well determined) valuespof predictions of variable range hopping theory. Howeverythe
andq are too simplistic. While variation gf andq with pa-  do not appear to agree with the classical Coulomb gap VRH
rameters such as the degree of disoftlend the doping den- prediction ofp = 0.5. Neither do they agree with other
sity'® have occasionally been suggested, we are not aware @oulomb gap theories, since although such theories predict
any quantitative predictions. different values o, the value is not expected to vary from

In our results, there is a suggestion of a trend;fgor,  sample to sample. Moreover, for some samples we obtain val-
equivalently,q) to decrease with increasinig, (see Fig. 5b). ues ofp < 0.5, which is not expected theoretically.

However, if this is the case, the results for NTD type #19 are However, a pre-exponential term, (equation 2) is pre-
anomalous. These samples are packaged as bolometers, aticked with an unknown sign and value. We have shown that it
consequently mounted in a different fashion from the remainis very hard to distinguish experimentally between theatffe
der of the samples. Mechanical stress caused by diffetentiaf the p andgq term since they are nearly degenerate. Never-
thermal contraction is believed to be capable of changieg ththeless, our results can only be accounted for if either or
properties of NTD Ge samplé8.However, we do not think both can vary from sample to sample. It would therefore seem
this is likely to be the cause of our results. Care is takerthat none of the theories currently available can fully acto
when mounting the thermometers to avoid the occurence dbr the observed behaviour.

stresses, by using a small epoxy contact area. Furtheg ther More systematic measurements on samples with a range of
is very good agreement between value§{andp) for dif- doping densities (and perhaps compensation levels) coodd p
ferent samples of the same type; it is unlikely that the ¢ffec vide useful input to the theories. Such measurements should




also show if there is a relationship betweeand doping den-
sity as suggested by our results.
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